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The effects of shock dynamics on compressibility of indirect-drive ignition-scale surrogate
implosions, CH shells filled with D*He gas, have been studied using charged-particle spectroscopy.
Spectral measurements of D’He protons produced at the shock-bang time probe the shock
dynamics and in-flight characteristics of an implosion. The proton shock yield is found to vary by
over an order of magnitude. A simple model relates the observed yield to incipient hot-spot adiabat,
suggesting that implosions with rapid radiation-power increase during the main drive pulse may
have a 2x higher hot-spot adiabat, potentially reducing compressibility. A self-consistent 1-D
implosion model was used to infer the areal density (pR) and the shell center-of-mass radius (R,,,,)
from the downshift of the shock-produced D*He protons. The observed pR at shock-bang time is
substantially higher for implosions, where the laser drive is on until near the compression bang
time (“short-coast”), while longer-coasting implosions have lower pR. This corresponds to a much
larger temporal difference between the shock- and compression-bang time in the long-coast implosions
(~800 ps) than in the short-coast (~400 ps); this will be verified with a future direct bang-time
diagnostic. This model-inferred differential bang time contradicts radiation-hydrodynamic simulations,
which predict constant 700-800 ps differential independent of coasting time; this result is potentially
explained by uncertainties in modeling late-time ablation drive on the capsule. In an ignition
experiment, an earlier shock-bang time resulting in an earlier onset of shell deceleration, potentially

reducing compression and, thus, fuel pR. © 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4900621]

I. INTRODUCTION

In the inertial confinement approach to laboratory
fusion,'? substantial compression of the fuel is required in
MJ-scale implosions such as those at the National Ignition
Facility (NIF).> A spherical convergence ratio (ratio of initial
to final radius) of ~35 is necessary to achieve the conditions
required for ignition and energy gain.’

While ignition experiments at the NIF use targets with
cryogenic layers of DT fuel, numerous surrogate implosions
have been conducted, where the layer of DT ice is replaced
with a surrogate mass of ablator material (CH). The hydrody-
namics before deceleration are nearly identical for the
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cryogenic layered and surrogate implosions,* enabling comple-
mentary studies and diagnostics of implosion dynamics, such
as symmetry>® and velocity.”® One of the main objectives of
using these surrogate implosions is to characterize the implo-
sion at various stages to benchmark radiation-hydrodynamics
simulations.**!!

In an implosion, a series of spherically converging
shocks are launched with increasing strength. These shocks
eventually coalesce at the capsule’s inner edge and then
converge at the center of the implosion. The final shock
“rebounds” and briefly creates high-ion-temperature condi-
tions at the center of the implosion. In the case of surrogate
implosions at NIF with a D*He gas fill, this ion temperature
is high enough to produce energetic protons via the fusion
reaction

© 2014 AIP Publishing LLC
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D+ *He — 2(3.67MeV) +p (147MeV). (1)

For surrogate implosions at the NIF, this “shock burn”
occurs several hundred ps before the main compression burn,
and is approximately concurrent with peak shell implosion
velocity. This is shown for a typical surrogate implosion in
Fig. 1 using the radiation-hydrodynamics code HYDRA,"'
where the simulated shock trajectories for the four launched
shocks and final merged shock are shown in Fig. 2(a) as con-
tours of the normalized pressure gradient |(1/P)dP/dr|. The
laser pulse is shown in Fig. 2(b), a detailed view of the shock
dynamics around the shock-bang time and compression-bang
time is shown in Fig. 2, and the capsule dimensions are
shown in Fig. 3.
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FIG. 1. NIF surrogate shot N120408-001-999 (CH shell with D*He gas, see
Fig. 3). (a) Simulated shock trajectory, visualized as the pressure gradient
|(1/P)dP/dr|, where black indicates a higher value. The shock plot shows
the four shocks launched into the shell, which merge to form the final shock
that travels to the center, where it rebounds, increasing the temperature and
density, creating the shock burn at 22.03 ns. The compression bang time is at
22.83 ns. Simulated shock (s) and compression (c) bang times are indicated
by the arrows. (b) Laser pulse (foot before 10ns not shown). In the drive,
the pickets at ~13 and ~16ns launch the 2nd and 3rd shocks, respectively,
with the 4th launched by the rise to peak power.
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FIG. 2. Shock trajectory through rebound, shock burn, and compression
phases, for the same simulation as in Fig. 1(a).

After the final merged shock rebounds at ~22ns, the
shock burn occurs over ~100 ps, producing energetic D*He
protons (Eq. (1)). These escaping protons are used to probe
the in-flight characteristics of the shell at a radius of
~250 pm.

D’He proton spectroscopy is a well-developed technique
for diagnosing inertial fusion implosions'>~'¢ at the OMEGA
laser facility'” and, now, at the NIF."®'? A typical measured
D’He proton spectrum is shown in Fig. 4. The protons have
been energy downshifted to ~11.5MeV from the birth
energy of 14.7MeV. The downshift is caused by Coulomb
collisions with the imploding plasma electrons,® and the
observed downshift can be related to the implosion areal
density (pR) using a charged-particle stopping theory.>' The
shock yield observed (8.7 x 107) is related to the final
merged shock strength.'®?* The center-of-mass radius (R,
of the imploding shell is inferred in addition to pR using 1-D
modeling discussed in Sec. II.

As a probe of the implosion shock dynamics, this tech-
nique is unique in that it probes the strength of the final
merged shock when it hits and rebounds from the center of
the implosion. This measurement is complementary to the
shock-timing measurements of the shock velocity that uses
an interferometry technique,” which has been highly

200um

D3He
30:70
6.3mg/cm?

1100pm 900pm

FIG. 3. Typical NIF surrogate capsule (see Table II for more information).
The plastic shell (p = 1.08 g/cm?) is filled with 30:70 atomic D and *He fuel.
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FIG. 4. Sample D*He proton spectrum from NIF shot N101004-002-999,
measured on the equator (DIM 90-78 WREF #1) after hohlraum correction.
The D*He average birth energy of 14.7 MeV is shown by the vertical dashed
line. The red dashed line is a Gaussian fit to the spectrum. Surplus protons at
low energy, ~8-9MeV, are due to the onset of compression burn. More
details are given in Appendix A.

successful at understanding the shock dynamics in the shell
for radii larger than 600-700 ,um.24*27 At smaller radii, the
interferometry measurements “blank.” As a result, the inter-
ferometry measurement would not see any additional shocks
launched later in the implosion after the blanking, and does
not probe the shock dynamics in the gas, when spherical
convergence effects are significant; as the shock strength
increases with convergence,?? non-hydrodynamic behavior
may become important.?**°

The paper is organized as follows: an implosion model
for interpreting the spectral results is presented in Sec. II.
Section III gives an overview of the experiments, Sec. IV
discusses a down-selection of the available shots, which are
analyzed in Sec. V to study the shock dynamics, Sec. VI
interprets the results and their relevance to implosion com-
pressibility, and the paper is concluded in Sec. VII.

Il. IMPLOSION MODEL

The D*He protons slow down monotonically as they
traverse any material between the source and spectrometer.
The measured proton downshift is directly related to the im-
plosion pR at the time of shock burn. This is illustrated in
Fig. 5, which shows the birth spectrum plus modeled spectra
for several values of the shell center-of-mass radius (R.p,)
and pR using the model described in this section. These val-
ues span the typical range at shock-bang time in NIF
implosions.

To relate the measured D*He proton spectrum to the
implosion conditions, a model involving charged-particle
stopping theory?' is required. The simplest 0-D model is to
take a single characteristic plasma composition, density, and
electron temperature from a simulation or an estimate, and
then use a stopping power theory to calculate dE/dr. This
works well for OMEGA implosions, where the dense
shell dominates slowing,'> but for ignition-scale surrogate

Phys. Plasmas 21, 112701 (2014)
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FIG. 5. For illustration, modeled D*He proton spectra at birth (black) down-
shifted through 64 (red), 83 (green), and 118 (blue) mg/cm2 of pR are
shown. The downshifts are calculated with a 1-D self-consistent model.
Values of the shell R, associated with each spectrum are also shown.

implosions being conducted at the NIF, a significant fraction
of proton slowing during the shock burn occurs in the fuel
and ablated material. These plasmas have much lower den-
sity and higher temperature than the dense shell, so a single
choice of plasma conditions cannot accurately describe the
entire system.

This necessitates a 1-D self-consistent model, which is
constructed using initial target conditions and assumptions
about in-flight plasma conditions to specify the density and
temperature profiles of the implosion. As the shell con-
verges, the pR increases and the energy of emitted protons
decreases. The shell center-of-mass radius R, is taken as a
free parameter and, thus, is varied to obtain pR(R,) with
PR = fooo p(r)dr. Similarly, the energy of protons escaping
the implosion is calculated as a function of R,.,, by

*dE
E[;(R('m) - EO - J I (’ﬁaRcm) di‘, (2)
0 7

where E, is the average birth energy of the protons. The
charged-particle stopping power dE/dr depends on plasma
conditions specified by the model and, thus, on both » and
R.,,. The Li-Petrasso theory21 is used in this work.

The initial capsule conditions are used as a model input:
the shell material, inner and outer radii, and gas fill (compo-
sition and initial pressure). Fig. 3 illustrates the typical cap-
sule dimensions and gas fill. The model makes assumptions
about the in-flight characteristics of the implosion, informed
by data when available or 1-D HYDRA'! simulations: tem-
perature in the fuel, shell, and ablated mass, the thickness>’
and mass remaining of the shell, and an ablated mass profile.

With the initial conditions and in-flight assumptions, the
gas density and pR scale with R, as

R; 3
Peas = Po gas (m) ) 3)

pRgas = pgas(Rcm - ARS/Z)) 4)
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where pg .. is the initial gas density, R; is the initial inner
shell radius, and AR, is the in-flight shell thickness.
Similarly, the shell conditions are given by

M;em Po,shell (RZ - R?)
(Rcm + ARS/2)3 - (Rvm - ARS/2)3 7
PRshen = pshellARS7 (6)

)

Pshell =

where pg ghen 18 the initial shell density, M,.,, is the remain-
ing mass fraction, and R, and R; are, respectively, the initial
outer and inner radii of the shell.

The ablated mass profile is specified by

—(r=r))/% e < < r
pmax X e 1 ro - r - ’1
p(r) = : (7
Pmin ifry <r <,

where ro=R,,, + AR/2 is the outer radius of the imploding
shell, pmax and P, are the maximum and minimum den-
sities of ablated material, and A is a characteristic scale
length in the ablation region. The radius r; is determined by
requiring continuity of the ablated mass density profile as
described by Eq. (7), and r, is determined by conservation of
total mass. The values of p,,4c, Pmin,» and /4 are model
assumptions. The areal density of ablated material is

)

pRabl = J p(l‘)di‘

ro
= pmax/l[l - ei(rlim)/q + (’”2 - rl)pmin' 3)

An example of the modeled density profile is shown for
R, =250 um in Fig. 6. The components of pR, e.g., Eqgs.
(4), (6), and (8) are calculated as functions of R, both in
absolute values of mg/cm2 and also as fractions of the total
pR (Fig. 7). The gas and shell pR depend strongly on conver-
gence (Egs. (4) and (6)), while the ablated material pR
only increases modestly as R, decreases. Thus, for
R ~200-300 um, the shell pR will dominate with
60%—70% of the total pR.

p (g/cm?)

0
0 200 400 600 800 1000 1200 1400 1600 1800
Radius (pxm)

FIG. 6. Density profile used in the 1-D model at R,.,, =250 um. This center-
of-mass shell radius is typical for NIF shots at shock-bang time. The gas ma-
terial is shown in red (8 mg/cmz), the shell is shown in blue (53 mg/cmz),
and the ablated mass is in green (23 mg/cm?).
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FIG. 7. pR components (gas, shell, and ablated material) as a function of
R, for typical model parameters. The results are plotted as absolute pR (a)
and normalized to the total (b).

The final result of the model is the relationships between
the three quantities: R.,,, pR, and emitted proton energy (£,,).
For the typical parameters, the model produces the curves
shown in Fig. 8. For completeness, we show the pR vs R,
E, vs R, and, finally, the pR vs E, curves. Thus, the meas-
ured quantity (£,,) can be converted directly into pR and R,
using these relationships.

Each quantity used in the model has an associated error
bar, which is used to calculate the uncertainty in the inferred
quantities. This is done by an in-line sensitivity analysis to
variations in the input quantities. For details of the model
inputs and uncertainties, see Appendix C. As the model
uncertainties are assumed to be uncorrelated, they are added
in quadrature. Any uncertainties in the proton measurement
are propagated in quadrature with the model uncertainties.
Uncertainties are shown in Fig. 8 by the dashed curves.

This model can be validated against radiation-
hydrodynamic simulations using HYDRA. In the simulation,
full profiles of hydrodynamic variables (density and tempera-
ture) are output at several times. The emitted D*He proton
energy is then calculated using the full profiles. The calcu-
lated energy is then analyzed with the model, and the model-
inferred values for pR and R, can be compared to known
values directly extracted from the simulation. This is shown
in Fig. 9 for two different simulations of shot N120408,
where six snapshots are used from each simulation corre-
sponding to varying pR and R.,,. The blue points correspond
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FIG. 8. (a) Modeled pR vs R, (b) average energy of emitted protons vs
R, and (c) average energy of emitted protons vs pR. The dashed curves
indicate the uncertainties in the modeling. The instrumental lower cutoffs
are shown in (c) by dotted lines at 5 MeV (pole), and 7-8 MeV for the equa-
tor, increased due to the energy loss in the hohlraum wall (see Fig. 10).

to a nominal simulation, while the red points are a simulation
with significant preheat (changing the implosion trajectory
and plasma conditions in the shell). Typical model error bars
are shown. The chosen times span the typical range of shock
PR and R, observed. The model’s agreement with both sim-
ulations of shot N120408, with significantly different plasma
conditions between the simulations, shows that the uncer-
tainties used in the model cover the range of expected varia-
tion in plasma conditions. This comparison shows excellent
agreement between the simulation and model, demonstrating
the model’s fidelity as an analysis tool.

lll. NIF EXPERIMENTS

The compact Wedge Range Filter (WRF) proton spec-
trometers'®3'2? have been used at the NIF since 20009.
Between 1 and 4 spectrometers are fielded on the polar (0-0)
and equatorial (90-78) diagnostic manipulators (DIMs). >
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pared to values directly extracted from the simulation. Six time snapshots
are used from two simulations: nominal (blue) and high preheat (red).

Each WREF provides a complete spectral measurement of the
D’He protons, from which yield, pR, and R,,, are inferred.
WREF proton spectrometers have been used on a total of
85 surrogate DHe gas-filled indirect-drive implosions on the
NIF, forming the basis of this work. For these experiments,
the total laser energy varied in the range 0.9—-1.9 MJ, and the
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FIG. 10. WREF setup on the NIF. Compact WRF proton spectrometers are
placed at £13.6° to the DIM axis on both the pole [DIM (0, 0)] and equator
[DIM (90, 78)].
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peak laser power was between 243-522 TW. Gas-filled Au
or depleted U (DU) hohlraums were used in these experi-
ments. The hohlraum width was 5.44 mm (“544” geometry)
or 5.75mm (“575” geometry) with varying lengths in the
range of 9-10 mm. Details of the experimental geometry are
conceptually shown in Fig. 10. Spectra measured on the
equator must be corrected for energy loss in the hohlraum
wall, see Appendix B.

The capsules were primarily CH with an outer radius
varying from 1087 to 1169 um and thickness from 188 to
231 um. Si and Ge dopants are used within the shell. The gas
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fill was typically a 30:70 atomic mixture of D and *He at an
initial gas density of 6.3 mg/cm®. Each of these parameters is
used in the pR modeling described in Sec. II (also see Fig. 3).

The complete dataset is shown in Fig. 11. Within a
DIM, multiple WRFs are averaged when available to reduce
random and statistical errors; the weighted mean and result-
ing uncertainty are shown. The measured pR is shown in
Fig. 11(a). The random/statistical errors associated with the
PR values are dominated by the larger systematic and model
uncertainties (see Sec. II and Appendix C). Many of the
shots have asymmetries between the pole and equator: these
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FIG. 11. WREF data for all surrogate implosions. (a) Shock pR data. When available both polar (DIM 0-0) and equatorial data (DIM 90-78) are shown. (b)
Shock proton yield measured by WRFs on DIM 90-78. (c) Center-of-mass shell radius (R,,,) plotted as average values for both pole (DIM 0-0) and equator

(DIM 90-78).
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asymmetries are discussed in a separate publication.'®
Overall the pR typically varies between 70—110 mg/cm?.
The most notable set of outliers are the implosions with pR
in the range of 160—170 mg/cm” measured on DIM 90-78.
The distinguishing feature for these implosions is that they
were conducted as part of a series of low-power short-coast
implosions.

The proton shock-yield data for the entire dataset are
shown in Fig. 11(b). Only data from the equator (DIM
90-78) are shown. This is because the polar yield data are
affected by transverse electromagnetic field structures at the
LEH, which can cause deflections and, thus, a reduction in
the apparent yield observed by the WRFs on the pole.**>% A
significant shot-to-shot yield variation is observed, i.e.,
(1-35) x 10”. Fundamentally, the large variability is due to
the extreme temperature sensitivity of the D’He reaction,
which makes the shock-proton yield very sensitive to the
final shock strength.'®**

Finally, the inferred shell center-of-mass radius (R,,,) is
shown in Fig. 11(c). According to this analysis, the shell is
typically at a radius of 250-300 um at the shock-bang time.
In the high pR cases, the inferred R, is as low as ~190 um.
However, the error bars are large, typically *+25-30 um,
caused by the model uncertainties (described in Sec. II).

IV. DATA DOWN-SELECTION

Due to the large shot-to-shot parameter variations during
the NIF campaigns, it is necessary to select a subset of
implosions with similar overall conditions for detailed analy-
sis. We perform this down-selection using the following
criteria:

(1) Standard capsules (CH with D>He fill, see Fig. 3).
(2) 5.75 mm diameter hohlraums.

(3) WREF data available on both pole and equator.

(4) Low-adiabat (“4-shock”) pulse shapes.

This reduces the number of shots to 30. Criterion #3 is
required to allow for modeling of the observed pR asymme-
tries (see Fig. 11(a) and Ref. 19) and determining of average
values for pR and R,,,. Shots selected via these criteria are
used in subsequent analysis and are denoted in Fig. 11 by
square markers.

V. SHOCK DYNAMICS

The shock dynamics of the down-selected set of 30
implosions can now be explored. The observations indicate
that the shock dynamics are most sensitive to the peak power
of the laser drive, the coasting time of the implosion, and the
rise time of the main laser pulse, see Fig. 12.

Since the effective drive experienced by the capsule
depends on the absorption of the incident laser light and the
effectiveness of conversion to x rays, we add 25TW to the
actual laser power for DU hohlraums to account for the latter
and, then, multiply by the observed absorption fraction to
account for the former. The 25TW effective increase in
power is based upon measured enhancements in radiation
temperature when using DU hohlraums.*” This gives an
“effective peak power,” which is used in this work. The
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FIG. 12. Relevant variables of the laser pulse: rise time, peak power, and
coast time. In this case, the rise time is 2ns, the peak incident power is
300TW, and the coasting time is 0.9ns (short-coast, while long-coast is
~2ns). The bang time is indicated by the red line.

coasting time of an implosion is defined as the difference
between the end of the laser drive and the measured com-
pression bang time. The rise times used in these experiments
are discrete, with design values of 1, 2, or 3 ns.

With these definitions, the main observables (average
pR and shock yield) are plotted versus the effective peak
power, coasting time, and rise time. The data are shown in
Fig. 14. To eliminate the effect of low-mode asymmetries
observed in these implosions, this analysis uses an average
PR obtained from a fit to the polar and equatorial pR data
(see Appendix D and Ref. 19). The different rise times used
are differentiated by marker color. Furthermore, the hohl-
raum material is specified by marker shape: square markers
for DU and circular markers for Au hohlraums.

The distribution of implosion parameters used (peak
power, coast time, and rise time) is illustrated by Fig. 13.
With a few exceptions, the experiments fall into two groups
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FIG. 13. Coast time and peak power of down-selected experiments. With a
few exceptions, implosions have been conducted at low-power, short-coast
(~300 TW and ~1 ns) conditions or high-power, long-coast (~350 TW and
~2ns) conditions.
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(1) Low-power (~275-325 TW), short-coast (~1-1.5ns),
and slow-rise (3 ns).

(2) High-power (~325-375 TW),
and fast-rise (1 or 2 ns).

long-coast (~2-2.5ns),

Since these two groups are diametrically opposed in all
three parameters disentangling their effects require using a few
select implosions that do not fall into these groups. For the rise
time, a set of three implosions was conducted, where only the
rise time was varied, significantly aiding this interpretation.

A. Shock yield interpretation

First, the interpretation of the shock-yield data can be
aided by a set of three shots conducted in which only the rise
time was varied. These data are shown in Fig. 15(a). The
faster rise pulse shapes clearly create higher shock yields.
This is consistent with the data in Fig. 14(f).

Conversely, the coast time (Fig. 14(e)) has no clear
effect on the shock yield, since short- and long- coast times
have data with both high- and low- shock yield.

For the peak power, the data in Fig. 14(d) suggest a
trend, where lower peak power creates a weaker shock. This
is intuitive and consistent with the fact that all low power (=
300 TW) shots have low yield, but at higher power, the
shock yield displays significant variation.

We conclude that the faster-rise pulses create shock
yields 2—-3 x higher (Figs. 14(f) and 15) with other variables

constant, and that increasing the peak power may increase
the shock yield. We note that the shock yield varies by
approximately 15x over the dataset, indicating substantial
variation in shock strength.

B. pR interpretation

Two shots that do not fit into the overall implosion
parameter grouping are essential to understanding the
data: N120409, which was a high-power short-coast shot
and N130213, which was a low-power long-coast shot.
These two are specifically annotated in Figs. 13, 14(a),
and 14(b).

Fig. 14(a) plots the shock pR versus effective peak
power. Neglecting the results from shots N120409 to
N130213, the data show an anti-correlated trend between pR
and peak power. However, shots N120409 and N130213
clearly suggest that this trend is due to the preponderance of
high-power long-coast and low-power short-coast implo-
sions. For the coasting, a clear trend is observed in Fig.
14(b), including both N120409 and N130213, where large
coast times generate significantly lower shock pR than short-
coast implosions.

In Fig. 15, the set of three shots with a controlled rise
time shows no change in shock pR as the rise time is varied.
This demonstrates that the rise time has no effect on the
shock pR; the apparent trend in Fig. 14(c) is due to the low
coasting times in the 3 ns rise implosions.
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where only the rise time was varied.

C. Estimated shock-bang time

The dependence between shock pR and coast time can be
further investigated. Fundamentally, the pR is mainly deter-
mined by the shell R, at the shock-bang time (see Sec. II).

On many of these shots, simultaneous x-ray radiographs
of the implosion trajectory were obtained,”®*>* and from the
x-ray radiographs, R.,(f) is determined near the shock-bang
time. Presently, the shock-bang time is not directly measured,
but the combination of the trajectory measurement and WREF-
inferred R, from shock-produced protons can be used to esti-
mate the shock-bang time. This technique is shown in Fig. 16.

From the x-ray data, we know the shell velocity at
R.»=200 or 300 um. The absolute timing uncertainty of the
x-ray measurement relative to compression bang time is *=50
ps. We know that the compression-bang time uncertainty is
typically =50 ps or better. From this information, combined
with the x-ray and proton data, a shock-bang time can be deter-
mined relative to compression-bang time: Agr= fyock — teomps
to remove any variation in absolute implosion timing. The
uncertainty in R, from this analysis is used to determine the
uncertainty in the shock-bang time in addition to the uncer-
tainty in timing of the x-ray measurement and shell velocity.

The shock-bang time is estimated for a set of 14 experi-
ments (a subset of Fig. 14), where x-ray radiography is avail-
able, and shown in Fig. 17. The estimated bang time
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difference ranges from ~0.4-0.8 ns. The displayed error bars
represent random (shot-to-shot) uncertainties, while the
larger systematic uncertainty is =0.11 ns.

For this data, a clear trend is shown, where the long-
coast implosions have substantially larger differential bang
time (more negative Agy) than the short-coast shots.

Simulations of Agz exist for five of these shots (one of
which, N120408-001-999, was simulated and presented
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implosions, which were also probed with in-flight x-ray radiography. The
two points at coasting time ~2.5ns show good agreement between the two
experimental platforms. Uncertainties are random, with an additional
+0.11 ns systematic uncertainty. (b) pR data for the same shots versus coast
time. Higher pR corresponds to higher convergence and, thus, smaller Ag.
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earlier in Figs. 1 and 2); these simulations are also shown in
Fig. 17. The simulations predict a nearly constant Agz of
~—(0.7-0.8)ns, while the data show a clear trend, where
long-coast implosions have a larger differential bang time.

VI. INTERPRETATION
A. Coasting

The data indicate that the shock-bang time occurs earlier
relative to the main compression burn in long-coast implo-
sions than in short-coast implosions. The interpretation of
this observation is that the imploding shell is at a larger ra-
dius (R.,,) during the shock bang for the long-coast implo-
sions. This means that the final rebounding shock, which
creates the shock bang, is either faster relative to the implo-
sion velocity or launched earlier for the long-coast pulses.

The shock transit time in the gas (after break-out from
the shell) is ~4ns according to HYDRA simulations (see
Fig. 2(a)). This can also be estimated using simple models.
For example, using the Hugoniot conditions, a shock
launched by 100 MBar of pressure at the ablation front prop-
agates through the pre-compressed shell in approximately
450 ps. This shock propagates through the density disconti-
nuity at the inner surface of the shell®® and spherically con-
verges as a Guderley shock?® through the initial gas, which
takes an additional ~4.1 ns. However, at the time when the
shock is launched into the gas, the sound speed in the shell
¢ = +/yP/p is quite low. For an ideal gas at 100 MBar pres-
sure and density of p =20 g/cc, the speed of sound is only
~30 um/ns (in the frame of the imploding shell). But since
the inward shell fluid velocity at shock breakout is ~60 um/
ns and the shock velocity in the lab frame is ~150 um/ns, the
shock is already effectively decoupled from the driving pis-
ton of the ablation front. The coasting dynamics happen later
in time and, thus, cannot directly affect the shock strength in
this scenario.

The late-time drive will affect the implosion (shell) tra-
jectory. If the implosion comes in late relative to the shock,
the bang-time differential will increase. This could occur, for
instance, due to in-flight decompression and deceleration of
the shell if the ablation pressure decreases, while the shell is
still at a large radius. Since the data and simulations are dis-
crepant for the short-coast implosions, this suggests that the
late-time drive (during the last ns) is not well modeled in the
simulation. This could be related to the drive degradation
multipliers*” not accurately reflecting the late-time drive, an
uncertainty in radiation transport through the ablated shell
material or an uncertainty in the compressed ablator equation
of state. Another possibility is that severe mix in the coasting
implosions may truncate the compression burn, moving the
apparent compression bang time earlier and decreasing Agr.

One potential significance of an earlier shock-bang time
is its implications for the deceleration phase of the implo-
sion. Deceleration begins when the rebounding shock (as a
heat wave) encounters the incoming shell. The rebound
phase can also be calculated using Guderley’s solution.** For
a constant shock strength, an earlier shock-bang time means
that the rebounding shock will hit the incoming shell at an
earlier time (larger radius) and, thus, deceleration will begin
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earlier. This could reduce the compression and final pR of
the implosion. Interestingly, data in cryogenic implosions
show 25%-50% higher pR and higher inferred stagnation
pressure for short-coast implosions.*”*' This is consistent
with this work’s interpretation of the short-coast implosions,
where the shock dynamics is more amenable to high com-
pression, i.e., later shock-bang time relative to compression.

B. Hot-spot adiabat

The significance of large variation in shock proton yield
can be interpreted in the context of the shock dynamics and
hot-spot adiabat. The initial heating of the low-density ma-
terial at the center of the implosion is from the imploding
and rebounding shock, which sets the incipient hot-spot
adiabat prior to the onset of deceleration and subsequent
PdV heating of the hot spot. The hot-spot adiabat can be
roughly characterized as the ratio of its pressure to the
Fermi pressure
P - nekBTg + n,‘kBTi (9)
Pro Ge)R
—

o=

Sm,

The shock preferentially heats ions over electrons'® and, in
this Guderley model, they are assumed to be uncoupled (t,;
long compared to dynamical timescales).**

We can interpret the shock proton yield via a simple
model based on the Gudelery spherically imploding shock
solution.'®*? The Guderley model gives hydrodynamic pro-
files in a self-similar solution as a function of a single shock
strength parameter, £. For a single choice of &, the D*He
yield (Y) is calculated from

Y = J fofsuen?(av) drdt, (10)

where fp and f35, are the fuel ion fractions and (ov) is the
temperature-dependent fusion reactivity. A mass-weighted
hot-spot adiabat is also calculated via Eq. (9), evaluated when
the rebounding shock encounters the incoming shell material.
The shock strength ¢ is then varied to map out a relationship
between the proton shock yield and hot-spot adiabat, and this
relationship is well described by a power law

a = 2.10Y"* + 16.4, (11)

where the coefficients are from a fit to the model results.
This relation is shown in Fig. 18.

Using this model, the adiabat can be determined from
the yield and, thus, rise time (see Fig. 19). The hot-spot adia-
bat increases for faster rise times due to a stronger launched
shock. This empirical result can be compared qualitatively to
modeled hot-spot adiabats*® for cryogenic implosions,®”*+>*
in which a very similar trend is seen, where « increases from
~100 to ~160 as the rise time decreases from 3 to 1 ns. The
absolute values of o inferred for these surrogate implosions
are expected to be higher than cryogenic implosions, since
ablation of low-adiabat ice material in the latter decreases
the hot-spot adiabat. Further, modeling is required to directly
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FIG. 18. Inferred hot-spot adiabat (x) versus proton shock yield using a
Guderley model. Points are at values of ¢ from 250-350 (at intervals of 5)
um/ns"%®8_ The solid curve is a power-law fit (see Eq. (10)).

relate surrogate hot-spot adiabat to cryogenic hot-spot adia-
bat, but this is motivated by the lack of any other direct mea-
surement of the hot-spot adiabat. Additionally, 3-D effects
are expected to alter the inferred hot-spot adiabat in cryo-
genic experiments, so a better understanding of the incipient
adiabat and hot-spot formation process may increase our
understanding of these 3-D effects.

Inferred values of « as a function of measured radiation-
temperature rise rate are shown for the 30 downselected
shots used in Fig. 20, analogous to Fig. 59 of Ref. 37. The
factor of 10x variation in shock proton yield corresponds to
~75% variation in o, as seen from the power 0.247 in Eq.
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FIG. 19. (a) Modeled adiabat versus rise time for the same dataset as shown
in Fig. 15. (b) Modeled hot-spot adiabat in cryogenic implosions.
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FIG. 20. Modeled adiabat versus rise rate for the same dataset as Figs.
14(d)-14(f).

(10). For the entire dataset (Fig. 11), a 35X min-max varia-
tion in shock yield is observed, corresponding to a ~2.4x
variation in o.

C. Kinetic effects

The overall shock dynamics may be significantly affected
by kinetic effects. For example, recent OMEGA experiments
have shown experimental evidence for long ion-ion mean-free-
path effects,28 enhanced diffusive mix,29 and temperature
anomalies in shock-heated plasmas.* Relative to the OMEGA
experiments of Refs. 28, 29, and 45, in these experiments, the
initial gas density is ~2x higher and the shock is weaker; at
similar initial density to this work, an indirect-drive exploding
pusher on NIF showed excellent agreement with simulation,
suggesting a lack of kinetic effects.*® Further experiments and
computational studies are needed to assess whether kinetic
effects could be playing a role in these observed anomalies in
the NIF low-adiabat implosion shock dynamics.

VIl. CONCLUSIONS AND FUTURE WORK

The shock dynamics of surrogate implosions at the NIF
have been studied. From proton spectroscopy, the shock pR,
proton yield, and shell radius at shock-bang time are deter-
mined using a simple self-consistent 1-D implosion model.
The shock pR data show dependence on the coasting time of
the implosion, with short-coast implosions having higher
shock pR. The proton shock yield data show a clear depend-
ence on the laser-pulse rise time, and possibly peak power.
Using the inferred center-of-mass radius and in-flight x-ray ra-
diography, a shock-bang time is estimated. The short-coast
implosions are observed to have significantly smaller differen-
ces between the shock- and compression-bang times than the
long-coast implosions. This could be due to uncertainties in
modeling the late-time drive on the capsule, which is the pri-
mary difference between short- and long-coast experiments.
An earlier shock-bang time in long-coast implosions could
reduce compressibility due to an earlier onset of deceleration;
in cryogenic implosions, lower compression pR is measured
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in long-coast implosions. Further, the large variation in shock
yield indicates a variation in post-shock temperature and,
thus, adiabat of the incipient hot-spot material. A model is
introduced to relate the proton shock yield to adiabat; this
analysis suggests an increase in hot-spot adiabat of up to 2x
in fast-rise implosions, potentially reducing compressibility.
Future campaigns could be conducted to more system-
atically study the effect of coasting time, rise time, and peak
power on shock dynamics, or to study the effect of hohlraum
material (not addressed in this work). Implementation of a
diagnostic for direct measurements of the shock-bang time,
which is in progress,*’” will be a direct and higher-precision
diagnostic of the differential bang time. This new diagnostic
will be used to further investigate the discrepancy observed
in this work between the model-inferred differential bang
time and radiation-hydrodynamics simulations (Fig. 17). The
potential impact of kinetic effects on these observations
should be studied with dedicated experiments (e.g., varying
the gas fill density) and kinetic simulations. Accurate model-
ing of the shock phase in ignition experiments essentially
sets the initial conditions for hot-spot formation. The
observed inaccuracies in standard hydrodynamic models for
the surrogate implosions strongly suggest that the ignition
experiments are not being accurately modeled.
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APPENDIX A: SAMPLE ANALYSIS

For the sample spectrum shown in Fig. 4, the results of
the spectral analysis and subsequent pR modeling are shown
in Table I.

Error bars are 1o. For the proton energy, the systematic
uncertainty primarily comes from the energy calibration of
the WRFs,*® and random uncertainty comes from a combina-
tion of factors such as the hohlraum, variation in CR-39

TABLE 1. Results from the analysis of the D*He proton spectrum for
N101004-002-999 on DIM 90-78.

* * *
Quantity Value Random Systematic® Model
Energy (MeV) 11.34 0.10 0.10
g (MeV) 0.43 0.10 n/a
Yield 871x 107 0.94x 10’ n/a
PR (mg/cm?) 96.0 3.1 6.1 53
Ry (um) 242 5 35 34

“Includes model uncertainty.

Phys. Plasmas 21, 112701 (2014)

properties, and statistical uncertainty. For the yield and line
width, there are no systematic uncertainties, and the random
uncertainties are primarily variation in CR-39 and statistics.

The energy uncertainties propagate to the modeled
quantities pR and R_,,. The systematic uncertainties for these
quantities also include, and are dominated by, the modeling
uncertainty. The model uncertainty is also listed separately
in Table I.

APPENDIX B: HOHLRAUM CORRECTIONS

WREFs fielded on the equator always look through the
hohlraum wall in indirect-drive experiments at the NIF. The
large patches that would be required to give a clear line of
sight for the 4 WRFs that are fielded on DIM 90-78 would
unacceptably impact the implosion performance.

In addition to the high-Z hohlraum wall, which is made
of Au or DU, there is a Thermo-Mechanical Package (TMP)
made of thin aluminum. For most experiments, the hohlraum
wall profile is defined by engineering drawings, and the
energy correction due to the hohlraum wall is done by calcu-
lating the average thickness intercepted by the WRF line-of-
sight. The uncertainties in hohlraum thickness (%1 um for
the hohlraum wall and =3 um for the TMP) are standard tol-
erances, and these uncertainties are propagated through the
analysis. In this case, the hohlraum uncertainty contributes
*56keV of uncertainty to the final determined energy.

The actual energy correction is applied to the entire
spectrum, as shown in Fig. 21 by shifting each energy using
cold-matter stopping powers.*” The use of cold-matter stop-
ping power in the hohlraum wall is a good approximation
and has been checked against fully integrated radiation-
hydrodynamics hohlraum calculations. Because of the non-
linearity in stopping power with proton energy, lower proton
energies experience more downshift than higher energy pro-
tons, which has an ‘“accordion” effect on the spectrum,
though a Gaussian shape is maintained for the energies in
this work (=5 MeV).
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FIG. 21. Sample D*He proton spectrum from NIF shot N101004-002-999,
measured on the equator (DIM 90-78) before (red) and after (blue) hohlraum
correction. In this case, the hohlraum thickness was 24.2 = 1 um of Au and
74.1 = 3 um of Al.
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For some hohlraum designs, a “bump” feature is present
in the WREF line of sight. During the laser pulse, a shock
passes through the wall, and in the bump material flows lat-
erally out of the line of sight. This situation is calculated
with 2-D radiation-hydrodynamic simulations, and the wall
thickness is corrected based on these simulations.

APPENDIX C: IMPLOSION MODEL
PARAMETERIZATION

Typical parameters and assumptions in the 1-D implo-
sion model are shown in Table II with uncertainties. The first
six (shell material, inner and outer radius, fuel pressure, and
fuel fill) are determined from a database of shot setup param-
eters. The values shown in the table are typical numbers. For
the shell material, the ablator dopant (Ge or Si) is included,
though the dopant level (~1%) has negligible effect on the
inferred quantities. The following 10 parameters are treated
as assumptions in the model and characterize the in-flight
properties of the implosion. The ablated mass density profile
(defined by prmax, Pmin, and 4) is given in Eq. (7).

For the assumed in-flight conditions, experimental data
are used in the choice of value whenever possible. The shell
thickness and mass remaining are measured with x-ray radi-
ography® and typical values from that data are used here.
The temperature profile and ablated mass density profile are
unmeasured and, thus, typical values are taken from
HYDRA calculations, where the implosion trajectory (i.e.,
bang time) is well matched. Since the simulation may not
accurately represent the experimental conditions, large
uncertainties are assigned to these values (see Table II).

TABLE II. Typical values used in the model.

N101004 = pR
Parameter Value + mg/cm2
Initial conditions
Shell material® CH n/a n/a
Inner radius (um) 900 5 0.05
Outer radius (xm) 1100 5 0.0
Fuel fill (mg/cm?) 6.3 0.1 0.06
Fuel D fraction 0.3 0.0 0
Fuel *He fraction 0.7 0.0 0
In-flight assumptions
Gas T (keV) 3 2 4.43
Mix T (keV) 0.5 0.2 0.23
Shell T (keV) 0.2 0.1 0.23
Ablated mass T (keV) 0.3 0.1 0.01
Prmax (glcc) 1.5 0.5 1.02
Pumin (glcc) 0.1 0.05 1.25
A (um) 70 30 1.25
Mix fraction” 0.5% 0.5% 0.16
Shell thickness® 40 10 1.65
Mass remaining® 17.5% 5% 1.10

“Dopant type and level included; typically 1.084 g/cc, 57.2% H, 42.3% C,
and 0.5% O atomic plus mid-Z dopant (Ge or Si).

®Percentage of the initial shell mass.

“Full width of the in-flight shell (um).

For surrogate implosions, the quoted mass remaining includes the surrogate
mass of CH.
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In the table, we also give the resulting uncertainties in pR
for shot N101004 (see also Fig. 4 and Appendix A) resulting
directly from the uncertainties in the model parameters. The
dominant sources are the uncertainty in fuel temperature,
ablated mass density profile (collectively from pax, Pmin, and
A), in-flight shell thickness, and mass remaining. The other
sources of uncertainty are negligible (< 1 mg/cm?). The shell
thickness has a smaller effect than might be expected; the rea-
son for this is that it only affects the inferred pR through the
stopping power Coulomb logarithm.

A mix model was added to this framework to evaluate the
potential impact of mix on the proton dE/dx, primarily in the
fuel, where the electron temperature can be high. The modeled
mix is a uniform CH mix into the fuel specified by the amount
of the initial shell mass, which is mixed. Even assuming an
implausibly large variation in mix (0%—1% of the initial shell)
causes only a 0.3 mg/cm? difference in inferred pR; since 1%
mix corresponds to a mix mass of 25 ug, about ~10x higher
than the worst observed,so we conclude that mix in unimpor-
tant for shock proton spectroscopy.

The primary effect of the changing density and tempera-
ture in the three regions is variation in the stopping power,
which is shown in Fig. 22. The higher temperature in the
fuel leads to a much higher energy Bragg peak. At high
energy, the stopping power in the shell is lower than in the
fuel or the ablated mass due to the higher density in the shell
(leading to a smaller log A).

A stated choice in this work, which affects the reported
PR values, is the model used to calculate the charged-
particle stopping power. In these dense plasma regimes, no
experimental data exists to differentiate between models. In
this work, the Li-Petrasso theory21 has been used. However,
this choice represents a potential quasi-systematic uncer-
tainty in the inferred values. The magnitude of this effect is
investigated by evaluating the implosion model at equivalent
nominal conditions but with various choices of stopping
model. In particular, we choose Zimmerman’s parameteriza-
tion of the Maynard-Deutsch model®'? and the Brown-
Preston-Singleton (BPS) model.>?
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FIG. 22. Stopping power for the three components of the implosion model:
fuel, shell, and ablated mass.
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FIG. 23. Stopping power for the three models [Li-Petrasso (LP), Brown-
Preston-Singleton (BPS), and Zimmerman (Z)] for each region of the implo-
sion model: gas, shell, and ablated material.

A comparison of the stopping power for the three mod-
els is shown in Fig. 23. The magnitude of the BPS and
Zimmerman stopping are quite close. In the gas, these other
two models have a smaller magnitude of dE/dx than
Li-Petrasso, while they are higher in the shell and ablated
material. A direct comparison of inferred pR values using
the implosion model and varying only the stopping model is
shown in Fig. 24. For a wide range of relevant pR, the
Zimmerman and BPS stopping power would lead to an
inferred pR that is lower by ~10% or ~12%, respectively.

APPENDIX D: EXTENSION OF THE IMPLOSION
MODEL TO 2- AND 3-D

A simple extension of the implosion model to 2- and 3-
D is essential for analysis of asymmetries observed between
multiple detectors in these implosions, enabling the work
presented in Ref. 19. An asymmetry is modeled as Legendre
modes in the shape of the imploding shell
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TABLE III. Data summary of shots used in the shock dynamics analysis.

Laser Effective Rise Coast Average Equatorial
energy power time time pR shock

Shot Type Hohlraum M) (TW) Absorption (ns) (ns) (mg/cmz) yield R, (um) Agr (ns)
N110728-001-999 Symcap Au 1.39 £0.03 368 =7 0.83 £0.03 2 1.94x0.11 91*13 (3.8 £1.3)x 107 247 =36

N111007-002-999 ConvAbIW Au 1.29 £0.02 3507 0.84 £0.03 2 2.46 £0.04 806 (7.1 = 1.1) x 107 269 =40

N111011-004-999 ConvAbl Au 1.27 £0.02 346 £7 0.86 £0.03 2 2.55+0.04 82+ 11 (1.1*0.1)x 10 265 =40 —0.75x0.16
N111013-001-999 Symcap Au 1.24 =0.02 3677 0.84 =0.03 2 2.52 £0.05 88+ 11 6.3+ 1.4) x 107 252 =38

N111014-001-999 Symcap Au 1.26 £0.02 368 =7 0.84 £0.03 2 2.44 £0.05 87*6 (1.4=*0.1)x 10 25540

N111106-002-999 Symcap Au 1.27 £0.02 3657 0.83 £0.03 2 2.48 £0.08 8412 (9.2 %2.6) x 107 260 = 40

N111109-002-999 Symcap Au 1.26 £0.03 3707 0.86 £0.03 2 2.43 £0.08 8612 (8.1 £2.1)x 107 256 =39

N111119-002-999 ConvAbIW Au 1.17 £0.02 3427 0.85 £0.03 2 2.51£0.04 77 =10 (5.5%0.9) x 10’ 277 =43

N111120-002-999 Symcap Au 1.50 = 0.03 3757 0.84 =0.03 2 1.74 =0.08 94+ 12 (1.6 *+0.2) x 10 242 + 36

N111219-001-999 ConvAblW Au 1.41 =0.02 3537 0.85 £ 0.03 2 1.95+0.10 92+ 12 (1.1*0.2)x 10 245 =38

N111220-002-999 ConvAblW Au 1.41+£0.03 3527 0.84 £0.03 1 2.03 £0.10 89+ 12 (1.6 =0.3) x 10 251 =38

N120408-001-999 ConvAbl U 1.52 £0.03 292 %5 0.81 £0.03 3 0.92 £0.05 139+ 10 (3.0 £0.4) x 107 191 =28 —0.34+0.12
N120409-001-999 ConvAbl U 1.65 £0.03 3507 0.86 £0.02 2 1.01 £0.05 137+9 (1.0=0.1) x 10 193 =29 —0.38+0.13
N120418-001-999 ConvAbl U 1.70 £ 0.03 336 6 0.82+0.03 3 1.12+0.05 152+ 10 (2.1 +0.4) x 107 18129 —031*0.13
N120421-006-999 ConvAbl Au 1.63 £0.03 306 =6 0.85 £0.03 3 1.04 = 0.06 1339 (3.4+0.1)x 107 196 =28 —046=0.13
N120629-002-999 ConvAblW U 1.34 +£0.03 297+6 0.84 = 0.02 3 1.61 =0.06 138 =10 (2.5+0.2) x 107 191 £27

N120709-003-999 ConvAblW Au 1.57 £0.03 298 =6 0.85 £0.03 3 1.15 £0.06 137+9 (1.8£0.2) x 107 192 =28

N120726-003-999 Symcap Au 1.37 £0.03 3457 0.84 £0.02 2 2.31 £0.06 1057 (4.3 £0.3)x 10 226 =36

N120909-001-999 Symcap Au 1.43 £0.03 370 7 0.86 £0.02 2 2.00 £0.05 81*13 (1.4£0.6) x 107 266 =42

N120910-001-999 Symcap Au 1.46 = 0.03 376 £8 0.86 = 0.02 2 2.06 = 0.05 922 +6 (5.1 +0.7) x 107 245 =38

N121008-002-999 ConvAblW U 1.28 £0.03 290 £5 0.86 = 0.02 3 1.68 =0.09 149 £ 11 (2.0+0.2) x 107 183 +26

N121202-001-999 ConvAbl2D Au 1.28 =0.03 315+7 0.86 = 0.02 2 1.97 =0.09 110 =8 (2.4+0.2) x 107 219 =31 —0.60=0.13
N121210-001-999 ConvAbl2D Au 1.28 =0.03 315%7 0.86 = 0.02 2 1.99 = 0.09 1107 (24+0.2)x 10’ 219 =31 —0.60=0.13
N121218-004-999 ConvAbl2D Au 1.29 £ 0.03 3177 0.87 £0.02 2 2.02 £0.09 107 =7 (2.2+0.2) x 107 223 +32 —0.60+0.13
N121219-001-999 ConvAbl2D Au 1.29 £0.03 3027 0.87 £0.02 2 2.01 £0.09 119+8 (3.5%0.3) x 107 209 =31 —0.57*+0.13
N130211-003-999 ConvAbl2D Au 1.28 £0.03 325*6 0.91 £0.03 2 2.04 £0.09 110 =8 (5.5%0.3) x 107 22032 —0.58+0.13
N130212-001-999 ConvAbl2D Au 1.27 £0.03 321+6 0.90 = 0.03 2 2.18 +0.09 100 =7 (6.2 +0.5) x 107 233 +33 —0.61=0.13
N130213-002-999 ConvAbl2D Au 0.96 = 0.02 222+4 091 +=0.03 2 2.66 = 0.09 105 =8 (8.7%0.8) x 10° 226 =32 —0.79=0.19
N130226-002-999 ConvAbl2D Au 1.28 =0.02 323 %5 0.90 = 0.03 2 1.95 +0.09 100 =7 (5.0+0.5) x 107 233 £34 —0.71=0.13
N130227-002-999 ConvAbl2D Au 1.28 £0.02 322*4 0.89 =0.03 2 2.13 £0.09 98 £7 (6.4 +0.6) x 107 236 =33 —0.71x0.12
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Rom(0,9) =R |1+ A x
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where 0 and ¢ are the polar and azimuthal angles, respectively,
R is the unperturbed shell radius, A is the fractional asymmetry
amplitude, and P’ is an associated Legendre polynomial.

From the 1-D model presented in this paper, we have
PR(R,,,). Areal density asymmetries in 2- or 3-D can, thus,
be modeled as the convolution of R,.,,(0, ¢) and pR(R,,) giv-
ing pR(0, ¢, R, A, ¢, m). The data points, each with their own
coordinates (0, ¢), are then be fit using this convolution,
where A and R are free parameters and £ and m are chosen.

An example of this analysis is shown in Fig. 25 for shot
N101218-002-999. In this case, a P, mode is assumed (£ =2
and m =0). The best fit parameters are R = 250*+2um and
A=—-0.21 £0.02. The error bars are due to random/statisti-
cal errors only, excluding systematic detector calibration
uncertainties and model uncertainties.

For the ConA2D implosions (see Appendix E) in-flight
2-D, x-ray radiography is used to measure the symmetry.
Unfortunately, the radiography requires large patches on the
hohlraum wall, which induce a known m =2 azimuthal
asymmetry. This asymmetry is roughly aligned with the
WREF equatorial line of sight, leading to an unconstrained
problem between the modes /=2 and m=2 plus modes
such as £ =4. To address this issue, we use the radiography-
measured mode amplitudes for the =2 and /=4 and fit the
amplitude of the m =2 mode

Ron(0,¢) =R [1 + A= sin O cos (2¢ + )

/5
+ Apn X EP(Z)(COS 0)
9 0
+Ap—g x \[—PY(cos0)|, (D2)
4r

where A,, _» is the free parameter and ¢ is taken as aligned
with the equatorial line of sight (78°). The polar amplitudes
Ay—»and A, _ 4 are determined from x-ray radiography.

APPENDIX E: DOWN-SELECTED DATA SUMMARY

A summary of the data used in the shock dynamics anal-
ysis is shown in Table III.
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